Diogo Cortiz
Ceweb.br



INTELIGENCIA
C




“Appl. .”




Che New ork Times

A Breakthrough for A.L.
'Technology: Passing an
8th-Grade Science Test

By Cade Metz

Sept. 4, 2019 f ¥y =

SAN FRANCISCO — Four years ago, more than 700 computer
scientists competed in a contest to build artificial intelligence that
could pass an eighth-grade science test. There was $80,000 in prize
money on the line.

They all flunked. Even the most sophisticated system couldn’t do
better than 60 percent on the test. A.I. couldn’t match the language
and logic skills that students are expected to have when they enter
high school.

But on Wednesday, the Allen Institute for Artificial Intelligence, a
prominent lab in Seattle, unveiled a new system that passed the
test with room to spare. It correctly answered more than 90
percent of the questions on an eighth-grade science test and more
than 80 percent on a 12th-grade exam.
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ARISTO

Building machines that read, learn, and reason.

The Aristo Project aims to build systems that demonstrate a deep understanding of the world, integrating technologies for reading. learning

reasoning, and explanation
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Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings
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Abstract

The blind application of machine learning runs the risk of amplifying biases present in data. Such a
danger is facing us with word embedding, a popular framework to represent text data as vectors which
has been used in many machine learning and natural language processing tasks. We show that even
word embeddings trained on Google News articles exhibit female/male gender stereotypes to a disturbing
extent. This raises concerns because their widespread use, as we describe, often tends to amplify these
biases. Geometrically, gender bias is first shown to be captured by a direction in the word embedding,.
Second, gender neutral words are shown to be linearly separable from gender definition words in the word
embedding. Using these properties, we provide a methodology for modifying an embedding to remove
gender stereotypes, such as the association between between the words receptionist and female, while

maintaining desired associations such as between the words queen and female. We define metrics to
. . . 1 . . : . .
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Google

The Keyword Latest Stories Product Updates Company News

SEARCH

Understanding searches better than
ever before

Pandu Nayak If there's one thing I've learned over the 15 years working on Google Search,

Google Fellow and Vice it's that people's curiosity is endless. We see billions of searches every day,

President, Search i : " - '
and 15 percent of those queries are ones we haven't seen before-so we've

Published Oct 25, 2019 built ways to return results for queries we can't anticipate.
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Modelo de Machine Learning que auxilia na

deteccao de potenciais discursos de odio nas redes
sociais

O Ceweb.br torna publico o cédigo de implementagao de um modelo de Machine Learning que auxilia na detecgao de potenciais
discursos de 6dio nas redes sociais. Este projeto esta sendo realizado em parceira com o laboratério de ciéncias cognitivas da Queen
Mary University of London e implementa as técnicas consideradas estado da arte na area de processamento de linguagem natural. Este
cédigo implementa um modelo, da arquitetura BERT, pré-treinado em PT-BR e um treinamento para o ajuste fino (fine-tuning) para a
tarefa especifica de classificagao de sentengas de discurso de édio. Foi utilizado, como base de treinamento, o corpus publicado por
Fortuna, P., Rocha Da Silva, J., Soler-Company, J., Wanner, L., & Nunes, S. (2019). A Hierarchically-Labeled Portuguese Hate Speech
Dataset.
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